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Abstract

This paper proposes a new method for short term photovoltaic (PV) power output
forecasting. The method, which we call auto-regression-with-exogenous-input us-
ing support vector regression (ARX-SVR), uses auto-regression with exogenous
input (ARX) and support vector machine (SVM). AR is a classical time series
analysis method, while SVM is famous for its high prediction performance on
non-time series datasets. By estimating parameters of ARX by SVM, we expect
that ARX-SVR predicts more accurately PV power output because ARX catches a
trend of the PV generation and SVM improves performance by using a historical
dataset appropriately. Numerical experiments show that ARX-SVR outperforms
not only AR and SVM but also existing models based on clustering.

1 Introduction

PV generation systems have become popular with the growing demand for renewable energy in
terms of sustainability in energy industry. For energy management systems (EMS), many researchers
have tried to achieve better prediction of renewable energy production, which is directly linked with
the energy operating efficiency of the whole system. However, PV power output is difficult to
forecast because it is influenced by weather and may change sharply within a short period of time.

Existing PV power output prediction methods can be classified roughly into three types: auto-
regression (AR), neural network (NN) and support vector machine (SVM). AR is a classical ap-
proach of time series analysis that is used in, for example, financial engineering and signal process-
ing. It has many variations with regard to error terms (ARMA), exogenous inputs (ARX), and so on.
Such variants are used for predicting PV output in e.g., [, [, [3]. NN and SVM are popular su-
pervised learning methods in machine learning. The NN model represents neural biological systems
and models complex relationships between inputs and outputs by adjusting weights of the connec-
tions between elements. For predicting PV output by NN, existing works, e.g., [0, H] used various
meteorological factors as inputs. SVM has become popular in recent years for its high forecasting
accuracy and small computational complexity. SVM has been used in PV power output forecasting
models in [@, @, B, TA].

In this paper, we propose a novel PV output prediction method which constructs a time series model
of PV power output based on AR and estimates its parameters by using SVM. As far as we have



investigated, there is no existing method which combines AR and SVM for predicting PV power
output. We expected that the combination of AR and SVM could well predict an 11-hour trend
(from 8:00 to 18:00) of PV power output because AR catches a trend of the PV generation and SVM
improves prediction performance by using a historical dataset appropriately. The combination of AR
and SVM makes it possible to use a single prediction model for PV output prediction, though some
existing methods [M, B, B, 3] need classifying the dataset into a few classes based on the weather
type by clustering techniques and construct models for each to enhance their models’ performance.
Indeed, numerical experiments show that our model could predict PV power output better than such
previous methods.

Section D describes the existing methods. Section B describes our model, ARX-SVR. Finally, Sec-
tion B compares it with existing models in terms of prediction accuracy.

2 Existing Methods for PV Power Output Prediction
2.1 Auto-regression with Exogenous Input (ARX)

The auto-regression with exogenous input ARX(p, q) is one of the most famous time series methods.
This method is used for the output variable having high correlation with its own previous values.
Using p dimensional historical input P;_,, - -- , P,_; (i.e., historical PV generation data) and q + 1
dimensional exogenous input T;_,, - -- , T} (i.e., some meteorological factors), we can describe a
relation between inputs and output as follows:
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where ¢ and 7) are parameters, and the last term ¢; is white noise. The parameters are usually
determined by using the least-squares method. Huang et al. [[] used ARMA (another kind of AR
considering a time series of error terms € instead of exogenous inputs 1) to predict the output P;.

2.2 Support Vector Regression (SVR)

Support vector regressions (i.e., e-SVR and v-SVR in [B]) are popular supervised learning methods
due to their high forecasting accuracy and small computational complexity. Suppose non-time series
datasamples {(T1, P1),--- , (T3, P;)}, where T; € R™ is an input (i.e., some meteorological factors)
and P; € R' is a target output (i.e., PV generation data). The standard form of -SVR is:
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where ¢(-) is a nonlinear transformation to a higher dimensional space; C is a parameter for mea-
suring the trade-off in complexity and loss; v is a parameter which shows the ratio of support vectors
among all samples; ¢ is a variable that expresses the permissible error; £ is a slack variable. From
the optimal solution (w*, b*), we can predict P from the prediction formula {(w* - ¢(T')) + b* for
the input T". We can express not only a linear regression formula but also a nonlinear one using the
nonlinear transformation ¢(+). When we take the dual of (@), the terms (¢ (T3) - ¢(T})), Vi, V5,
appear in the objective function. By replacing the inner products (¢ (T;) - ¢(T};)) with the kernel
function K (T, T;) (this is called the kernel trick), we can easily obtain a nonlinear prediction for-
mula. Some of the popular kernel functions (i.e., RBF kernel and polynomial kernel) are shown in
[@]. J. Shi et al. [B] used e-SVR, which is equivalent to #-SVR with corresponding ¢ and v, for data
samples whose input is temperature and whose target output is PV power output after classifying
historical dataset into a few classes based on the weather type by a clustering technique.

3 Proposed Method: Auto-regression with Exogenous Input Using Support
Vector Regression (ARX-SVR)

We estimate the parameters, ¢ and 7, of the time series model ARX by using SVR. Zhang et al. [H]
combined another kind of AR (seasonal AR, SAR, where seasonal term is considered instead of the
exogenous input term in (0)) and SVR for predicting avian influenza epidemics. In this model, the
target output was expressed with SAR and the parameters were set by SVR.

As for the PV output prediction, we can achieve good performance by using ARX-SVR without
clustering the dataset. Our model uses time series data as inputs, and therefore, the clustering tech-
nique may destroy the trend of time series data.



3.1 Formulation

We predict the PV power output P; using 3 hour historical PV output, P;_3, P;_o, P;_1, because
current PV generation tends to have a strongly high correlation with previous 3 hour historical
data. We also use the temperature 7}, that is, the predicted temperature, as an exogenous input
for predicting the PV generation P;. Our model for predicting the PV power output at time ¢ is
ARX-SVR(3,0) shown below with parameters ¢ and 7:

P = Z?:l 0iP—i + T, 3)
where the parameters ¢ and 7 are determined by -SVR as follows:
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The term Z?zl ;i Pi—; + I} shows the predicted PV power output and it represents the term
(w - ¢(x)) + b in the SVR formulation (B). The term P; shows the actual PV power output and it
represents the output y; in SVR formulation (B). Figure [ illustrates the ARX-SVR process.
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Figure 1: ARX-SVR process
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4 Implementation
4.1 Data

To estimate ¢ and 7 in (B), we used PV generation data and the next day’s temperature forecasts
for the city of Yokohama, Japan, from the Japan Meteorological Agency [[4]. The radiation angle
and location of the PV system (on the Yagami Campus of Keio University) were fixed, and the PV
installation capacity was 55[WW]. The time period was from 2012/02/01 to 2012/06/30 (no data for
04/14 and 04/27) with the interval of 1 hour. The daily radiation time was from 8:00 to 18:00.

4.2 Comparison with Existing Models

We used data that were obtained in the last 50 days before a certain point of time as the training data
for building the models in numerical simulations and tested the performance of the models using
the next day’s data as test data. By using a rolling horizon (i.e., by shifting the point of time), we
repeated the procedure of building models and testing the performance 96 samples. We calculated
mean relative error (MRE), root mean square error (RMSE) (for details, see [B]) and the variance of
RMSE (VAR) for such 96 test errors. In this paper, to estimate the parameters of ARX-SVR(3,0),
we used the following basic parameter setting for (B), unless otherwise specified: C' = 1, which
is the best among {1074,1072,...,1,10'}, v = 0.6, which is the best among {0.1,0.2,...,0.9},
and in addition, v = 0.1 for RBF kernel. Figure @ shows RMSE of ARX-SVR(3,0) for linear kernel
(dotted line) where C' = 0.01 and RBF kernel (solid line) where -y is varied from 0.005 to 50.
The figure implies that RBF kernel can achieve better prediction performance than linear kernel if a
proper parameter y is chosen.

4.2.1 Comparison of PV Output Prediction Models

We compared our method to existing methods; ARMA(2,3) [[], Clustering + AR [[3], Clustering
+ SVR [B], and ARX-SVR(3,0). The hyper parameters were as follows:
e ARMA(2,3) []: The PV output was predicted using the PV historical dataset. The input
dataset was 2 hour historical PV output and 3 hour residual errors.
e Clustering + AR [I3]: The dataset was classified into three groups based on the weather
forecast: sunny day, cloudy day, rainy day. AR model [[3] was used for each groups. In this
paper, we do not apply a Kalman filter to the AR model. If this filtering technique is needed,

we can also apply it to our proposed model.
e Clustering + SVR [H]: Similarly to the above, the dataset was classified into three groups

based on the weather forecast. We followed [B] and used e-SVR with the RBF kernel. C' was
1 and £ was 10~%. Each parameter was set to the best among {10™4,1073,...,1,10'}.
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Table @M shows the averages of RMSEs, MREs and VARs among 96 samples for ARMA(2,3), Clus-
tering + AR, Clustering + SVR, and our model: ARX-SVR(3,0). ARX-SVR(3,0) performed the
best. In this way, our proposed method using SVR for a time series inputs achieved better perfor-
mance than other methods using AR or SVR by themselves. Our model tends to predict the PV
power output more accurately even on the days with ambiguous weather prediction (e.g., cloudy
days or days that start overcast and end up with rainy weather) as Figures B and B imply.

Table 1: Comparison of four PV prediction models
y [ RMSE [W] | MRE [%] | VAR [W?] |

ARMA(2,3) 8.302 12.788 43.088
Clustering + AR 5.819 7.550 30.090
Clustering + SVR 5.825 7.860 30.482
ARX-SVR(3,0) 4.543 6.602 24.198

4.2.2 Comparison of Parameter Estimation Methods

We compared the following parameter estimation methods for ¢ and 7 in (B) with the same input
dataset that includes 3 hour historical PV output and predicted temperature; ARX(3,0) uses the least-
squares method (LS), our model ARX-SVR(3,0) uses v-SVR, and NN uses the backpropagation
method. Table B shows the averages of RMSEs, MREs and VARs for PV power output prediction
among 96 samples using the above mentioned three parameter estimation methods. This table shows
that ARX-SVR(3,0) that uses -SVR as the parameter estimation method outperformed others and
it could considerably reduce the volatility of RMSE.

Table 2: Comparison of three different parameter estimation methods
y [ RMSE [W] | MRE [%] | VAR [W?] |

LS 9.164 14.399 59.238
v-SVR 4.543 6.602 24.198
NN 9.548 9.278 2303.595

5 Conclusion

We proposed a new model for one-hour ahead PV power output prediction using ARX with SVM.
1. The ARX-SVR model is a mixture of classical time series analysis and popular machine
learning approach; ARX expresses the trend of the current PV power output, whereas SVR
improves the forecasting accuracy of the model.
2. Many existing methods classify the dataset based on the weather forecast before building the
model. On the other hand, our model does not need to classify the dataset beforehand and
outperforms some existing works.

The ARX-SVR model is expandable. Our model might predict the PV power output more accurately
by considering another meteorological factors (e.g., adding seasonal term or another exogenous
input using weather forecast).
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